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BSDEs and g-Expectations

Given a B.M. B on a proba. space (2, F, P), consider the Backward SDE:

T T
Yy =& —|—/ g(t,Ys, Zs)ds —/ ZsdBs, te]0,T]. (1)
t t
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g-expectation via BSDE (Peng '93)

@ Assume that the generator g is Lipschitz in (y, z). For any
¢ € L2(FE), (1) admits a unique solution (Y%, Z¢).
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g-expectation via BSDE (Peng '93)

@ Assume that the generator g is Lipschitz in (y, z). For any
¢ € L2(FE), (1) admits a unique solution (Y%, Z¢).

@ The solution mapping &g : § — Y§ is called a g-expectation; And
V't € [0, T], the conditional g-expectation of & w.r.t. FE is defined
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BSDEs and g-Expectations

Given a B.M. B on a proba. space (2, F, P), consider the Backward SDE:
T T
Y, :g+/ gl(t, Ys,Zs)ds—/ Z.dB,, te[0,T]. (1)
t t

g-expectation via BSDE (Peng '93)
@ Assume that the generator g is Lipschitz in (y, z). For any
¢ € L2(FE), (1) admits a unique solution (Y%, Z¢).
@ The solution mapping &g : § — Y§ is called a g-expectation; And
V't € [0, T], the conditional g-expectation of & w.r.t. FE is defined
A
by Eg[6|7F] = V¢

Note:

If g has quadratic growth in z, then one can define (condtional)
g-expectation over L>(FE).

v
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I. Introduction

Properties of g-Expectations

Assume that g|,—o = 0 in (2)-(4) below. For any &, 7 € L2(FE)

© (Strict) Monotonicity: If £ <1, then & [¢|FE] < & [n|FE].
V't € [0, T]; Moreover, if “=" holds for some t, then { =7,

@ Constant-preserving: & [¢|FE] =¢, if € € L2(FE);
© Time-consistency: &, {Sg [¢|FE] ‘.7:5] = & [E1FDs):

Q@ “Zero-one law”: Eg[14E|FEF] = 1aE[¢|FE], VA € FE,;
© Translation invariance: If g is independent of y, then
Ele +nIF7) = E[E1F) +n,  ifne P(FD).
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Motivation: Optimal Stopping for g-expectations

Given a stopping time v and an appropriate reward process Y, we are
interested in finding a moment 7.(v) € SBT such that

€g[ ‘.7:] = esssup &g [Y ‘.7-"]
’YESVT
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I. Introduction

Motivation: Optimal Stopping for g-expectations

Given a stopping time v and an appropriate reward process Y, we are
interested in finding a moment 7.(v) € SBT such that

€g[ ‘.7:] = esssup &g [Y ‘.7-"]

’YESU T

A . .
where SfT = {FB—stopplng times v: v <~ < T}.
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Filtration-Consistent Nonlinear Expectations

o F = {F:i}+>0 — a generic right-continuous filtration on (2, F, P);

° S, 2 {F—stopping timeso: v <o < ’y}.
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Il. F-Expectations and Their Properties

Filtration-Consistent Nonlinear Expectations

o F = {F:i}+>0 — a generic right-continuous filtration on (2, F, P);

° S, 2 {F—stopping timeso: v <o < ’y}.

An F-consistent non-linear expectation (F-expectation for short) with
domain Dom(€) = A C L°(F7) is a family of operators {E[-|.F,] :

N— A, 2AN LO(}',,)} such that for any V&, n € A

VESo T
(A1) (Strict) Monotonicity: If £ <, then E[¢|F,] < E[n|F.],

Vv € So,7; Moreover, if “=" holds for some v € Sg 1, then § = n;
(A2) Time Consistency: £[E[¢|F,]|F,] = E[E]1Fum]. Vv € So, T
(A3) “Zero-one Law”: E[14E|F] = 1AE[E|F], VA € Fu;
(A4) Translation Invariance : £[¢ + n|F,]| = E[E|FL] +n, if n € A,
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Filtration-Consistent Nonlinear Expectations

o F = {F:i}+>0 — a generic right-continuous filtration on (2, F, P);

° S, 2 {F—stopping timeso: v <o < ’y}.

An F-consistent non-linear expectation (F-expectation for short) with
domain Dom(€) = A C L°(F7) is a family of operators {E[-|.F,] :

N— A, 2AN LO(}',,)} such that for any V&, n € A

VESo T
(A1) (Strict) Monotonicity: If £ <, then E[¢|F,] < E[n|F.],

Vv € So,7; Moreover, if “=" holds for some v € Sg 1, then § = n;
(A2) Time Consistency: £[E[¢|F,]|F,] = E[E]1Fum]. Vv € So, T
(A3) “Zero-one Law”: E[14E|F] = 1AE[E|F], VA € Fu;
(A4) Translation Invariance : £[¢ + n|F,]| = E[E|FL] +n, if n € A,

Note: (A3)+(A4) = “Constant-preserving”.
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Algebraic requirements on domain Dom(€) = A

Obviously, (A3) and (A4) entail that
@ Forany &,n € ANand A€ Fr, both £ + 1 and 1€ belong to A,
which implies that § Vi = {1lies,y +nliecyy €A, similarly, EAn €A
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Moreover, we assume that R C A and that

e A is positively solid : For any &,1 € LO(F7) with 0 < & <, if n € A,
then £ € A as well.
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Il. F-Expectations and Their Properties

Algebraic requirements on domain Dom(€) = A

Obviously, (A3) and (A4) entail that
@ Forany &,n € ANand A€ Fr, both £ + 1 and 1€ belong to A,
which implies that § Vi = {1lies,y +nliecyy €A, similarly, EAn €A

Moreover, we assume that R C A and that

e A is positively solid : For any &,1 € LO(F7) with 0 < & <, if n € A,
then £ € A as well.

Example
LP(F7), 0 < p < 00, are candidates for A described above. J
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Assumptions on F-expectations

To extend Fatou's lemma, the Dominated Convergence Theorem and etc.
to the F-expectation &£, we assume

(HO) For any A € Fr with P(A) > 0, one has nIer;og[nlA] = o0;

(H1) For any £ € Dom™(€) and any {A,}nen C F1 with nILrgoT 1s, =1,
one has nIer;OTE[lAnf] = &[¢];

(H2) For any &, € Dom™(€) and any {Ap}nen C Fr with nIer;ol 14, =0,
one has nILngolS[f + 14,1 = €]

where Dom™ (&) 2 {& € Dom(€): € > 0}.
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Assumptions on F-expectations

To extend Fatou's lemma, the Dominated Convergence Theorem and etc.
to the F-expectation &£, we assume

(HO) For any A € Fr with P(A) > 0, one has lim &[nl] = oo;
(H1) For any & € Dom™(€) and any {A}neny C F7 with lim 11,4, =1,
one has lim 1&[14,¢] = E[¢];
(H2) For any &, € Dom™*(€) and any {Ap}neny C Fr with lim [ 14, =0,
one has lim | £[¢ +14,1] = E[¢];
where Dom™ (&) 2 {& € Dom(€): € > 0}.
Note:

(HO0)-(H2) are satisfied by the linear expectation E, Lipschitz and
quadratic g-expectations.

6/23/2010 8 /17



Il. F-Expectations and Their Properties

Basic Properties

Fatou's Lemma

Let {&n}nen be a sequence in Dom™ () that converges a.s. to some
&€ € Dom™(€), then for any v € Sy 1

E[¢|F)] < lim E[Ea| F]-

6/23/2010
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Basic Properties

Fatou's Lemma

Let {&n}nen be a sequence in Dom™ () that converges a.s. to some
&€ € Dom™(€), then for any v € Sy 1

E[¢|F)] < lim E[Ea| F]-

Dominated Convergence Theorem

Let {£,}nen be a sequence in Dom™ (&) that converges a.s. to some &. If
there is an n € Dom™(€) such that &, <7, Vn € N, then £ € Dom™ (&)
and forany v € Sp 1

lim E[6n| 7] = E[E|F]-
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Il. F-Expectations and Their Properties

@ An F-adapted process X is said to be an E-supermartingale (resp.
E-submartingale) if for any 0 <s <t < T, X; € Dom(€) and
EIX|F] < (resp. =) Xs.
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Il. F-Expectations and Their Properties

@ An F-adapted process X is said to be an E-supermartingale (resp.
E-submartingale) if for any 0 <s <t < T, X; € Dom(€) and
EX|F] < (resp. ) Xs.

Proposition
Let X be a non-negative E-supermartingale.

(1) P(XF 2 lim X, exists Yt e [0,T]) = 1. To wit, X* defines an
t €eQ,rlt

r

RCLL F-adapted process.
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Il. F-Expectations and Their Properties

@ An F-adapted process X is said to be an E-supermartingale (resp.
E-submartingale) if for any 0 <s <t < T, X; € Dom(€) and
EIX|F] < (resp. =) Xs.

Proposition

Let X be a non-negative E-supermartingale.
(1) P(XQL = I|m X exists V't € [0, T]) =1. To wit, X™ defines an
reQ

RCLL F -adapted process

(2) If X;” € Dom™*(€), Vt €0, T], then X* is an E-supermartingale such
that X;* < X;, YVt € [0, T]. Moreover, if the function t — E[X;] is right
continuous, then X is an RCLL modification of X.

6/23/2010 10 /17



Il. F-Expectations and Their Properties

@ An F-adapted process X is said to be an E-supermartingale (resp.
E-submartingale) if for any 0 <s <t < T, X; € Dom(€) and
EIX|F] < (resp. =) Xs.

Proposition

Let X be a non-negative E-supermartingale.
(1) P(X;r = I|m X exists V't € [0, T]) =1. To wit, X™ defines an
reQ

RCLL F -adapted process

(2) If X;” € Dom™*(€), Vt €0, T], then X* is an E-supermartingale such
that X;* < X;, YVt € [0, T]. Moreover, if the function t — E[X;] is right
continuous, then X is an RCLL modification of X.

Optional Sampling Theorem

Let X be a non-negative right-continuous £-supermartingale (resp.
E-submartingale). If X, € Dom™(€), Vv € Sy 7, then

E[XV’]:O'] < (resp. Z)Xu/\aa VI/,O‘ € SO,T-

v
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Pasting two F-Expectations

o Let &, & be two F-expectations with the same domain A and
satisfying (H1), (H2).
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Pasting two F-Expectations

o Let &, & be two F-expectations with the same domain A and
satisfying (H1), (H2).
For any v € Sp 7, the pasting of &;,&; at v is defined by the following
RCLL F-adapted process

EVIEIF] S 1 e EEIF] 1 pan & EEIFRIF]. teo,T]

for any £ € A™. Then &} is an F-expectation with domain A™ and
satisfying (H1), (H2). Moreover, if £ and &; are both positively-convex,
E;’J is convex.
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I1I. Collections of F-Expectations

Pasting two F-Expectations

o Let &, & be two F-expectations with the same domain A and
satisfying (H1), (H2).

For any v € Sp 7, the pasting of &;,&; at v is defined by the following
RCLL F-adapted process

EVIEIF] S 1 e EEIF] 1 pan & EEIFRIF]. teo,T]

for any £ € AT. Then 8”j is an F-expectation with domain A™ and

satisfying (H1), (H2). Moreover, if £ and &; are both positively-convex,

5,’;- is convex.

Note:
o Forany £ € AT and o € So 7, E/[€|F5] = & [E[€|Fovol| Fo ).
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Pasting two F-Expectations

o Let &, & be two F-expectations with the same domain A and
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Note:
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I1I. Collections of F-Expectations

Pasting two F-Expectations

o Let &, & be two F-expectations with the same domain A and
satisfying (H1), (H2).

For any v € Sp 7, the pasting of &;,&; at v is defined by the following
RCLL F-adapted process

EVIEIF] S 1 e EEIF] 1 pan & EEIFRIF]. teo,T]

for any £ € A™. Then &} is an F-expectation with domain A™ and

satisfying (H1), (H2). Moreover, if £ and &; are both positively-convex,

E;’J is convex.

Note:

o Forany £ € AT and o € So 7, E/[€|F5] = & [E[€|Fovol| Fo ).
e Pasting may not preserve (HO). But, positive-convexity implies (HO).

v
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I1I. Collections of F-Expectations

Stable Classes

A class & = {&;}ier of F-expectations is said to be stable if

(1) All &;, i € T are positively-convex F-expectations with the same
domain A and satisfying (H1), (H2);

(2) & is closed under pasting: namely, for any i,j € 7 and v € Sp 7, there
exists a k = k(i,j,v) € I such that £/, = & over At
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I1I. Collections of F-Expectations

Stable Classes

A class & = {&;}ier of F-expectations is said to be stable if

(1) All &;, i € T are positively-convex F-expectations with the same
domain A and satisfying (H1), (H2);

(2) & is closed under pasting: namely, for any i,j € 7 and v € Sp 7, there
exists a k = k(i,j,v) € I such that £/, = & over At

@ We shall denote Dom(&) At = Dom™(&;), Vi€ T.
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IV. Optimal Stopping with Multiple Priors

Optimal Stopping with Multiple Priors

The stopper aims to find an optimal moment in a situation of multiple
priors and the Nature is in cooperation with the stopper. More precisely,
the stopper finds an optimal stopping time 7* that satisfies

sup & [le] =sup &; [YTI*] , (2)
(i,’y)GIXSO,T i€
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o & ={&}icr is a stable class of F-expectations,
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IV. Optimal Stopping with Multiple Priors

Optimal Stopping with Multiple Priors

The stopper aims to find an optimal moment in a situation of multiple
priors and the Nature is in cooperation with the stopper. More precisely,
the stopper finds an optimal stopping time 7* that satisfies

sup & [le] =sup &; [YTI*] , (2)
(i,’y)GIXSO,T i€

where
o & ={&}icr is a stable class of F-expectations,
A

° Yt’ =Y+ fot hids, ¥t € [0, T]: Y is a primary reward process, and
h' is a model-dependent cumulative reward process.
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Assumptions on Reward Processes

@ Y— a non-negative right-continuous F-adapted process such that
Y, € Dom(&), Vv € Sp. 1.
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IV. Optimal Stopping with Multiple Priors

Assumptions on Reward Processes

@ Y— a non-negative right-continuous F-adapted process such that
Y, € Dom(&), Vv € Sp. 1.
o {h'};cz— a family of non-negative progressive processes such that

(1) Forany i € Z, fOT hi dt € Dom(&);
(2) Forany i,jeZ ve Syt and te[0,T]
hf =1l + 1o hi,  dt x dP-as.,

where k = k(i,j, 1/) is the index in the definition of stable class.
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IV. Optimal Stopping with Multiple Priors

Assumptions on Reward Processes

@ Y— a non-negative right-continuous F-adapted process such that
Y, € Dom(&), Vv € Sp. 1.
o {h'};cz— a family of non-negative progressive processes such that
(1) Forany i € Z, fOT hi dt € Dom(&);
(2) Forany i,jeZ ve Syt and te[0,T]
hf =1l + 1o hi,  dt x dP-as.,
where k = k(i,j, 1/) is the index in the definition of stable class.

o Moreover, we assume that ~ sup & [Y]] < 0.
(i7)EIXSo, T

Note:
In light of (A4), instead of non-negativity, it suffices to assume that Y > ¢
for some ¢ < 0.
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&-upper Snell Envelope

2

e Vv e Sy 1, we define Z(v) esssup & [Yy + [ hidt|fy] >Y,.

(i)EIXS,, T
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&-upper Snell Envelope

2

e Vv e Sy 1, we define Z(v) esssup & [Yy + [ hidt|fy] >Y,.

(I’,’Y)EIXSVVT
o VieTand Vv e Sy 1, weset Zi(v) 2 Z(v) + [, hidt.
Proposition

Given i € I, Vv, € So.7 with v <, one has &[Z'(V)|F,] < Z'(v),
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&-upper Snell Envelope

2

e Vv e Sy 1, we define Z(v) esssup & [Yy + [ hidt|fy] >Y,.

(I',’Y)EIXS,,’T
o VieTand Vv e Sy 1, weset Zi(v) 2 Z(v) + [, hidt.
Proposition

Given i € I, Vv, € So.7 with v <, one has &[Z'(V)|F,] < Z'(v),
which shows that {Z'(t)} is an Ej-supermartingale. Moreover the

process {Z(t)}

tel0,T]

re[0.T] admits an RCLL modification Z°.
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&-upper Snell Envelope

2 esssup & (Y, + [] hidt|F,] > Y.

e Vv e Sy 1, we define Z(v)
(I',’Y)EIXS,,’T

o VieTand Vv e Sy 1, weset Zi(v) 2 Z(v) + [, hidt.

Proposition

Given i € I, Vv, € So.7 with v <, one has &[Z'(V)|F,] < Z'(v),
which shows that {Z'(t)}, co.7] 5N Ei-supermartingale. Moreover the

process {Z(t)}te[O,T] admits an RCLL modification Z°.

We call Z° the &-upper Snell envelope of Y: It is the smallest RCLL
F-adapted process dominating Y such that {Zto + fot hgds}te[o T is an
Ei-supermartingale for any i € 7.
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Constructing an Optimal Stopping Time

e Given v € Sp 7, the stopping time
75(v) 2 inf {tev,T]: Y >6Z)} AT is increasing in é € (0,1).
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Constructing an Optimal Stopping Time

e Given v € Sp 7, the stopping time
75(v) 2 inf {tev,T]: Y >6Z)} AT is increasing in é € (0,1).

o Set 7(v) 2 6Ii/mlT§(u). Then 7(0) is an optimal stopping time for (2).

6/23/2010 16 / 17



Constructing an Optimal Stopping Time

e Given v € Sp 7, the stopping time
75(v) 2 inf {tev,T]: Y >6Z)} AT is increasing in é € (0,1).

o Set 7(v) 2 6Ii/mlT§(u). Then 7(0) is an optimal stopping time for (2).

Definition
The family {Y '}z is called &-uniformly-left-continuous if Yv,~y € So, T
with v <~ and for any sequence {yp}nen C Sy, 7 With v, /7y

lim esssup |&; [ Y, 7” h’dt}}'] ;[Y7i|fy] =0.

n—oo  jer
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IV. Optimal Stopping with Multiple Priors

Theorem
Assume that {Y'}icr is ‘&-uniformly-left-continuous”.

o F(W) =m(v) Sinf{te v, T]: 20 =Y.}
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IV. Optimal Stopping with Multiple Priors

Theorem

Assume that {Y'}icr is ‘&-uniformly-left-continuous”.

o F(w) =n(v) Sinfl{ten, T]: 20 = Yi}.
@ Foranyv € So 1 and v € S, 7.,

Z(v) = esssup & Y +fT(V) hidt|F, |
i€l

= esssup & Z(7( —I-f @) hidt|F,| = esssupE [Z(v)+ [ hidt|F,].

i€T

v
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IV. Optimal Stopping with Multiple Priors

Theorem

Assume that {Y'}icr is ‘&-uniformly-left-continuous”.
o F(w) =n(v) Sinfl{ten, T]: 20 = Yi}.
@ Foranyv € So 1 and v € S, 7.,

Z(v) = esssup & Y +fT(V) hidt|F, |
i€l

= esssup & Z(7( —I-f @) hidt|F,| = esssupE [Z(v)+ [ hidt|F,].
i€eT

v

In particular, when v =0, 7(0) = inf {t € [0, T] : Z0 = Y;} satisfies

&Yl = Z(0) = sup &Y o]
iy Gl =20 = swpElYr)
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IV. Optimal Stopping with Multiple Priors

Theorem

Assume that {Y'}icr is ‘&-uniformly-left-continuous”.
o F(w) =n(v) Sinfl{ten, T]: 20 = Yi}.
@ Foranyv € So 1 and v € S, 7.,

Z(v) = esssup & Y +fT(V) hidt|F, |
i€l

= esssup & Z(7( —I-f @) hidt|F,| = esssupE [Z(v)+ [ hidt|F,].
i€eT

v

In particular, when v =0, 7(0) = inf {t € [0, T] : Z0 = Y;} satisfies

&Yl = Z(0) = sup &Y o]
iy Gl =20 = swpElYr)

Conclusion: 7(0), the first time the Snell envelope Z° meets Y after time
t =0, is an optimal stopping time for (2).
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