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@ Some other topics
Growth Rate models. Internal Rates of Return.
Games. "Shoot later, shoot first”.
Nonhomogeneous Markov Chains (MC). Decomposition -
Separation (DS) Theorem.
Multi-armed Bandits. Dependent arms.

(]

Optimal Stopping (OS) of Markov Chains
State Elimination (SE) Algorithm
Gittins index and Related Indices

Three Abstract Optimization Problems

Open Problems
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This talk:

There is a well known connection between three problems related to
Optimal Stopping of Markov Chain and the equality of three corre-
sponding indices: the classical Gittins index in the Ratio Maximiza-
tion Problem, the Kathehakis-Veinot index in a Restart Problem,
and Whittle index in a family of Retirement Problems.
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Optimal Stopping of Markov Chain and the equality of three corre-
sponding indices: the classical Gittins index in the Ratio Maximiza-
tion Problem, the Kathehakis-Veinot index in a Restart Problem,
and Whittle index in a family of Retirement Problems.

from these indices — to generalized indices — to ...

The main goal of my talk is to demonstrate that the equality of
these (generalized) indices is a special case of a more general relation
between three simple abstract optimization problems.
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This talk:

There is a well known connection between three problems related to
Optimal Stopping of Markov Chain and the equality of three corre-
sponding indices: the classical Gittins index in the Ratio Maximiza-
tion Problem, the Kathehakis-Veinot index in a Restart Problem,
and Whittle index in a family of Retirement Problems.

from these indices — to generalized indices — to ...

The main goal of my talk is to demonstrate that the equality of
these (generalized) indices is a special case of a more general relation
between three simple abstract optimization problems.

There is no doubt that the relationship between these problems was
used in optimization theory before on different occasions in specific
problems but we fail to find a general statement of this kind in the
vast literature on optimization.
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Description of Optimal Stopping Problem

Optimal Stopping (OS) of Markov Chain (MC)

T. Ferguson: " Most problems of optimal stopping without
some form of Markovian structure are essentially
untractable...”.

OS Model M = (X, P,c, g, p):

X finite (countable) state space,
P = {p(x,y)}, stochastic (transition) matrix

°

@ c(x) one step cost function,

@ g(x) terminal reward function,

@ (3 discount factor,0 < 3 <1

e (Z,) MC from a family of MCs defined by a Markov Model
M= (X,P)

o v(x) = sup,»o E[>72g B'c(Z) + 78(Z)]
value function
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Description of Optimal Stopping Problem

Description of OS Continues

e Remark ! absorbing state e, p(e,e) =1,

p(x,y) — Bp(x,y), p(x,€) =15,

B — B(x) = Px(Z1 # €e) probability of "survival.
o S={x:g(x)=v(x)} optimal stopping set.
o Pf = Pf(x) =%, p(x,y)f(y).

Theorem (Shiryayev 1969)

(a) The value function v(x) is the minimal solution of Bellman
equation ...

v = max(g, c + Pv),

(b) if state space X is finite then set S is not empty and
7o =min{n>0: Z, € S} is an optimal stopping time. ...

Isaac M. Sonin Optimal Stopping and Three Abstract Optimization Problems




Description of Optimal Stopping Problem

methods of solving OS of MC, c =0

@ The direct solution of the Bellman equation

@ The value iteration method : one considers the sequence of
functions v,(x) = sup Ex...,Vht1(x) = max(g(x), Pva(x)),
<r<n

vo(x) = g(x). Then vp(x) < vi(x) < ... vu(x) converges to
v(x).
@ The linear programming approach ( |X| < c0),
minyZ ex v(y), v(x) = 32, p(x, y)v(y), v(x) = g(x),x € X.
e Davis and Karatzas (1994), interesting interpretation of the
Doob-Meyer decomposition of the Snell's envelope

e The State Elimination Algorithm (SEA) Sonin (1995, 1999,
2005, 2008, 2010)
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State Elimination Algorithm

State Elimination Algorithm for OS of MC

OS = Bellman equation v(x) = max(g(x), c(x) + Pv(x));
M; = (X1,P = P1,c =c1,8),S = Si. Three simple facts:

@ It may be difficult to find the states where it is optimal to
stop, g(x) > c(x) + Piv(x), but it is easy to find a state
(states) where it is optimal not to stop: do not stop if
8(z) < c(z) + P1g(z) < c(z) + P1v(2).

@ After identifying these states, set G, we can "eliminate” the
subset D C G, and recalculate Py — P> and ¢ — o, g.
Elimination theorem: S; = S», vi = v». Repeat these steps
until g(x) > ck(x) + Pkg(x) for all remaining xeXy. Then

@ Proposition 1. Let M = (X, P, c,g) be an optimal stopping
problem, and g(x) > c(x) + Pg(x) for all x € X. Then X is
the optimal stopping set in the problem M, and v(x) = g(x)
for all x € X.
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State Elimination Algorithm

Eliminate state(s) z, (set D) and recalculate probabilities
Embedded Markov chain (Kolmogorov, Doeblin) My = (X, P1),
DcC Xy, Xo =Xg \ D, (Zn) MC

T0, T1, ---s Tns ---, the moments of zero, first, and so on, visits of (Z,)
to the set Xo. Let Y,=2,,n=0,1,2,..

Lemma (KD)

(a) The random sequence (Y,) is a Markov chain in a model
My = (Xa, Pp), where Py = {pa2(x,y)} is given by formula

.
P1 = G T , P>=Po1+RU = Pop + RiN Ty,
R Po1

Ny is a (transient) fundamental matrix, i.e. Ny = (I — Q)™ %,
N=1+Q+Q@+..=(-Q) 1, U=NT.




State Elimination Algorithm

State Elimination Algorithm, ¢ =0

If D = {z} then
p2(x,y) = p1(x,y) + p1(x, 2)n(2)p1(z, y),

where n1(z) = 1/(1 — p1(z,z)). GTH/S algorithm (1985), inv.
distr.

State Elimination Algorithm
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State Elimination Algorithm

State Elimination Algorithm, ¢ =0

If D= {z} then
p2(x,y) = p1(x,y) + p1(x, 2)n(2)p1(z, y),

where n1(z) =1/(1 — pi(z,z)). GTH/S algorithm (1985), inv.
distr.

State Elimination Algorithm

g(x) = (Pg(x) +c(x)) =g — Pg
e N\
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State Elimination Algorithm

State Elimination Algorithm, ¢ =0

If D= {z} then
p2(x,y) = p1(x,y) + p1(x, 2)n(2)p1(z, y),

where n1(z) =1/(1 — pi(z,z)). GTH/S algorithm (1985), inv.
distr.

State Elimination Algorithm

g(x) — (Pg(x) +c(x)) =g — Pg
v ¢
g(x)— Pig(x) > 0 for all x thereis z : g(z) — P1g(z) <0
I I3
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State Elimination Algorithm

State Elimination Algorithm, ¢ =0
If D= {z} then

p2(X7y) - pl(va) + Pl(X7Z)”1(Z)P1(ZvY)v

where n1(z) =1/(1 — pi(z,z)). GTH/S algorithm (1985), inv.
distr.

State Elimination Algorithm
g(x) = (Pg(x) +c(x)) =g - Pg

Ve N\
g(x)— Pig(x) > 0 for all x thereis z : g(z) — P1g(z) <0
4 Y
X1=S5 My — Ma @ g(x) — Pag(x)
v p
.- andiso on
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Three indices

Three indices for MC reward model. Gittins index

Reward Model M = (X, P, c(x), ), Continue or stop.
Given a reward model M and point x € X, the classical Gittins
index, v(x), is defined as the maximum of the expected discounted
total reward during the interval [0, 7) per unit of expected
discounted time for the Markov chain starting from x, i.e.

=1 an
7(x) = sup,~g %, 0 < f=const< 1.
Multi-armed bandit (MAB) Problems: a number of competing
projects, each returning a stochastic reward. Projects are
independent from each other and only one project at time may
evolve.
Gittins Theorem: Gittins index policy is optimal.

Not true for dependent arms ! Classical case (D. Feldman, 1962).
Presman, Sonin book (AP, 1990) on MAB problems.
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Three indices

KV index M = (X,s, P, c(x),3). Continue or restart to s.

Let h(x|s) denote the supremum over all strategies of the expected
total discounted reward on the infinite time interval in reward
model with an initial point x, and restart point s. Using the
standard results of Markov Decision Processes theory, Kathehakis
and Veinot proved that function h(x|s) satisfies the equality

7—1
h(x|s) = sup E>_ B"c(Zy) + BTh(s)],
T> n—0
and ~(s) = (1 — B)h(s), where by definition h(s) = h(s|s). We

call index h(s) a KV index. This index can be defined for any point
x € X, so we use also notation h(x).
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Three indices

Whittle index

Whittle index
Retirement Process formulation was provided by Whittle (1980).
Given a reward model M, he introduced the parametric family of
OS models M(k) = (X, P, c(x), k, 3), where parameter k is a real
number and the terminal reward function g(x) = k for all x € X.
Denote v(x, k) the value function for such a model, i.e.
v(x, k) = sup,~q Ex[S7—5 8"c(Z,) + 57K], and denote Whittle
index

w(x) = inf{k : v(x, k) = k}.

Since B < 1, for sufficiently large k it is optimal to stop
immediately and v(x, k) = k. Thus w(x) < co. The results of
Whittle imply that v(x, k) = k for k > w(x), v(x, k) > k for
k < w(x), and w(x) = h(x).
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Three indices

The three indices defined for a reward model
M = (X, P,c(x),5),0 < B < 1, coincide, i.e.
h(x) = w(x) =v(x)/(1 - B),x € X.

Sonin (Stat. & Prob. Let., 2008): simple and transparent
algorithm to calculate this common index. This algorithm is based
on State Elimination algorithm.

To apply this algorithm it is necessary to replace a constant
discount factor (3 by a variable "survival” probability 5(x), because
after the first recursive step a discount factor is not a constant
anymore. So by necessity a more general model was considered
and the classical Gl v(x) was replaced by a generalized Gittins
Index (GGI) a(x) as follows.
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Three indices

Generalized Gittins index

In general case, when [3(x) can be variable, we denote Py(Z, = e)
by Q7(x), the probability of termination on [0, 7), and we define
the Generalized Gl (GGl), a(x), for a model with termination as

a(x) = sup,-o ot

i.e. a(x) is the maximum discounted total reward per chance of
termination.

Classical Gittins index: the maximum of the expected discounted
total reward during the interval [0, 7) divided by the expected
discounted length of this interval !

The common part of all three problems described above is a
maximization over set of all positive stopping times 7.

Maximization over the same set !
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Abstract optimization

Three abstract indices

Three abstract optimization problems

Suppose there is an abstract index set U, and A = {a,} and

B = {b,} be two sets indexed by the elements of U. Suppose that
an assumption U holds,

a, < a< oo, 0<b<bh, <1 (V)

Problem 1. Restart problem. (from Katehakis-Veinott index)
Find solution(s) of the equation

h = supycylau + (1 — bu)h]), i.e.
h=H(h), (%)
where H(k) = supyculau + (1 — by)k]).
h = Abstract KV index
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Abstract optimization

There are two equivalent interpretations of this problem.

There is a set of "buttons” v € U. A DM can select one of them
and push. She obtains a reward a, and according to the first
interpretation with probability b, the game is terminated, and with
complimentary probability 1 — b, she can select any button again.
Her goal is to maximize the total (undiscounted) reward.

According to the second interpretation the game is continued
sequentially and 1 — b, is not the probability but a discount factor
applied to the future rewards. It can be easily proved that in both
cases her value satisfies the equation above.
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Abstract optimization

Our second optimization problem is
Problem 2. Ratio (cycle) problem
Find o
Q= sup,cy Z— (Gittins index) ()

The interpretation of this problem is straightforward: a DM wants
to maximize the ratio of the one step reward per "chance of
termination”.

« = Abstract Gittins index
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Abstract optimization

Problem 3. A parametric family of Retirement problems

Find w, (abstract Whittle index) defined as follows: given
parameter k, —oo < k < oo, let v(k) = max(k, H(k)) , where

H(k) = supuyculau + (1 — by)k]).
w = inf{k : v(k) = k}. (¢ * x)
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Abstract optimization

Problem 3. A parametric family of Retirement problems

Find w, (abstract Whittle index) defined as follows: given
parameter k, —oo < k < oo, let v(k) = max(k, H(k)) , where

H(k) = supyculau + (1 — by)k]).
w = inf{k : v(k) = k}. ( * *)
h= SUPUEU[au + (1 - bu)h]) (*)
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Abstract optimization

Problem 3. A parametric family of Retirement problems

Find w, (abstract Whittle index) defined as follows: given
parameter k, —o0o < k < oo, let v(k) = max(k, H(k)) , where

H(k) = supyculau + (1 — by)k]).

w = inf{k : v(k) = k}. (5 * %)
h = supyeulau + (1 — bu)h]). (%)
Qa = sup,cy Z—Z ()
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Abstract optimization

Problem 3. A parametric family of Retirement problems

Find w, (abstract Whittle index) defined as follows: given
parameter k, —oo < k < oo, let v(k) = max(k, H(k)) , where

H(k) = supuyculau + (1 — by)k]).

w = inf{k : v(k) = k}. (¢ * )
h = supyeulau + (1 — by)h]). (%)
o = sup,ey g ()

a) The solution h of the equation (*) exists, is unique and finite;
b) h = o = w; c) the optimal index u (or an optimizing sequence
up) for any of three problems is the optimal index (or an
optimizing sequence) for two other problems.
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Abstract optimization

roblem 5. A parametric family o etirement probiems

Find w, (abstract Whittle index) defined as follows: given
parameter k, —oo < k < oo, let v(k) = max(k, H(k)) , where

H(k) = supuyculau + (1 — by)k]).

w = inf{k : v(k) = k}. (¢ * )
h = supyculau + (1 — by)h]). (%)
o = sup,ey gt ()

a) The solution h of the equation (*) exists, is unique and finite;
b) h =« = w; c) the optimal index u (or an optimizing sequence
up) for any of three problems is the optimal index (or an
optimizing sequence) for two other problems.

The proof is elementary. Function H(k) is nondecreasing,
continuous, and convex.
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Abstract optimization

Theorem 2 from Theorem 3: U = {u} = {set of all Markov
moments 7 > 0}, a, = R"(x) = £ >.7_5 c(Z,), the total
expected reward till moment 7, and b, = Q7 (x) = Px(Z: = e),
the probability of termination on [0, 7).

Remark ! Theorem 3: Only equivalence not how to solve !
Problem 4. Suppose that a DM has to solve the optimization
problem similar to Problem 1 with sequential selection of buttons
with only one distinction - every button can be used at most once.

The Mitten's result (1960) essentially can be described as

Theorem (4)

Suppose that there is a sequence of indices u, such that after the
relabeling of indices in this sequence, we have

o1 = Z—; > ap = % > .. > Z—Z for each u € U not in this sequence.
Then to push buttons in the order 1,2, .. is an optimal strategy.
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Plans and Open Problems

Abstract Gittins Theorem.

A "Library” L consists of "pages”. At initial moment n = 0 of
discrete time some set of pages is "open”. A "Reader” can select
one of the open pages to "read”. If page e is read, it brings a
reward r(e) and a set of new pages D replaces page e with
probability p(e, D). All other pages remain unchanged. With some
probability t(e) the process of observation is terminated.

The goal of Reader is to maximize the total expected reward.

The optimal strategy at each time step is to read the available
page with the highest GGlI.
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Plans and Open Problems

Open Problems.
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Plans and Open Problems

Open Problems.

@ multiple restart problems
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Plans and Open Problems

Open Problems.

@ multiple restart problems

@ multidimensional equivalent abstract optimization problems

h = sup,[a, + B,h].
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Plans and Open Problems

Open Problems.

@ multiple restart problems

@ multidimensional equivalent abstract optimization problems

h = sup,[a, + B,h].

@ explanation of world financial crisis
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Plans and Open Problems

Open Problems.

multiple restart problems

@ multidimensional equivalent abstract optimization problems

h = sup,[a, + B,h].

explanation of world financial crisis

Thank you for your attention ! Spasibo !
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